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88  ENHANCING JUSTICE: REDUCING BIAS

Introduction 
Perhaps no more disturbing allegation can be leveled against a judge than that 
of bias. Impartiality undergirds the judicial role. Biases arising from the race or 
gender of a party are especially pernicious. The mere suspicion that a judge has 
acted on such bias inspires protest. Consider that over one million people have 
signed a petition calling for the removal of California judge Aaron Persky, after 
he sentenced a White Stanford undergraduate to six months for sexual assault 
yet also sentenced a Mexican immigrant to three years for a similar crime a few 
weeks later.1 And consider the fierce reaction to then-candidate Donald Trump’s 
charge that the judge assigned to a case involving one of his businesses could 
not be fair because the judge was of Mexican heritage.2 We rightly expect our 
judges to produce decisions free of racial and gender bias and react strongly 
when we fear that they do not.

Virtually all contemporary judges embrace egalitarian norms, but sus-
picion that the legal system retains substantial biases persists. A major-
ity of White Americans state that they believe the criminal justice system 
is fair, but most African-Americans disagree. A recent survey by the Pew 
Research Center, for example, shows that although only 43 percent of White 

 3. Training and Feedback
 4. Scripts, Checklists, and Multifactor Tests

Conclusion

Chapter Highlights
Empirical research indicates that—like jurors, lawyers, and other 
non-judges—judges possess implicit biases.

Evidence of implicit bias in judges includes judges’ scores on the 
Implicit Association Test, experimental results, and archival analysis 
of litigation outcomes.

Research on judges shows that judges are good decision makers, but 
like most people, they tend to rely too heavily on their intuition. 

Implicit bias and o verreliance on emotion and intuition can lead 
judges to make predictable errors in judgment and can exacerbate the 
influence of ingroup preferences and implicit biases. 

Judges and others can take practical steps to reduce the risk that 
implicit biases might taint judges’ decisions.
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Americans think that racial bias influences outcomes in court, 75 percent of 
African-Americans believe that “blacks are treated less fairly in the courts.”3 
A 2015 survey by the National Center for State Courts concludes that “there 
is a massive racial gap on most measures [of trust in the courts], with Afri-
can Americans much more distrustful of the courts and the broader justice  
system.”4 

Concerns about bias in the justice system have some justification. African-
Americans comprise roughly 40 percent of the prison population in the United 
States, even though they constitute only 13 percent of the overall population.5 
To be sure, some of this disparity arises from other structural aspects of society, 
including disparities in poverty and access to educational opportunities. Careful 
studies of the criminal justice system that control for the background of offend-
ers, however, still reveal pervasive racial disparities. African-American suspects 
are more likely to be arrested, more likely to be indicted when they are arrested, 
more likely to be convicted when they are indicted, and serve longer sentences 
on average than their White counterparts.6 Studies of “departures” in the federal 
system (in which a judge deviates from the sentencing guidelines) show that 
downward departures are much more common for White defendants than for 
Black defendants—even for identical crimes.7 

Results like these are a puzzle. In an era in which judges embrace egal-
itarian norms, why do we continue to observe large disparities in outcomes 
between Black and White parties in court? On rare occasions, judges do still 
make questionable statements that seem tinged with latent racism. Judge James 
Gosnell, the presiding judge in the case of accused mass murderer and White 
supremacist Dylann Roof, for example, once stated from the bench that he 
believed that the world contained “white people, black people, red necks and 
n---rs,”8 prompting obvious concerns for his impartiality. Periodic utterances 
such as this (repugnant though they are) are now a rarity—and represent a far 
cry from the racist rhetoric and thinking that once pervaded our judicial system. 
We seriously doubt that many judges harbor the kind of open racial animus 
and bigotry that once plagued the courts and society at large. But if nearly all 
judges are color-blind egalitarians, then why do racial minorities still obtain 
less favorable outcomes in the courtroom?

Outside of the judicial context, evidence continues to mount that uncon-
scious bias taints how people think about others.9 Even people committed to 
egalitarian norms commonly harbor invidious unconscious associations. Most 
adults more easily associate African-Americans than Whites with violent imagery 
and more closely associate women with domestic, rather than career-oriented, 
imagery. These associations can influence how people think, even though they 
might not be aware of it. Most people believe that accepting a consciously race-
neutral outlook is enough to eliminate the role race plays in decision making, 
but the research on implicit bias suggests that it is not. Consequently, most peo-
ple have a blind spot in which unconscious associations can still influence their  
judgment.10 
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Does unconscious bias affect judges in the courtroom? And if so, what can 
be done about it? This chapter presents evidence that judges rely too heavily on 
cognitive processes that can allow bias to creep unwittingly into their decisions. 
It also discusses ways in which  judges can reduce these influences.

I. Does Unconscious Bias Influence Judges?
In this section, we present evidence that hidden factors can influence how 
judges think. We explain the role that intuitive cognitive processes play in judi-
cial decision making and show how the same processes can (and do) produce 
undesirable influences on judicial decision making. 

A. Unconscious Influences on Judgment: Intuitive Reactions 
Can Trump Careful Deliberation

Identifying how unconscious biases can influence the judgment of well-meaning  
judges requires taking a step back and assessing how human judgment func-
tions more generally. An increasing body of research indicates that people have 
two distinctive styles of decision making: intuitive and deliberative.11 Intuitive 
decision making consists of relying on one’s first instinct. Intuition is emo-
tional. It relies on close associations and rapid, shallow cognitive processing. 
Intuitively, if a choice sounds right and feels right, then it is the right choice. 
Psychologists sometimes refer to this style of decision making as System 1 rea-
soning. System 1 produces rapid, effortless, confident judgments and operates 
outside conscious awareness. When we go with our gut, we decide quickly and 
feel that we are right.

But human beings did not develop advanced civilizations with System 1. 
Human beings, of course, have an enormous capacity for higher-order delibera-
tive reasoning. Mathematics, deductive logic, and analogical reasoning require 
much more than simple intuition. Psychologists sometimes refer to higher-
order reasoning as System 2. System 2 is slower and conscious. It requires effort, 
and if we are distracted, rushed, or tired, we use System 2 less. Oddly, when the 
two conflict, people have less faith in System 2 than in System 1.12 But System 2 
is where logic—and hence most legal reasoning—lies. 

The concept that we make decisions with intuition or with deliberation 
is an imperfect fiction, of course. First impressions sometimes guide delibera-
tion—so System 1 can bleed over into System 2. Also, some cognitive processes 
start out requiring System 2 reasoning but can become System 1 processes 
over time. Mathematics works this way in grade-school children. At first, 3 + 
5 requires effort (sometimes fingers). But most adults process 3 + 5 as 8 with 
no effort; with repetition, it has become intuitive. But for all except math-
ematical savants, 137 + 285 requires effort. The conversion of assessments 
that once required System 2 into System 1 underlies many kinds of expertise. 
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Some mental processes are also hard to classify as System 1 or System 2. And 
neuroscientists can identify dozens of different neurological structures that are 
engaged (or not) in various reasoning tasks. But on the whole, the distinction 
between quick, intuitive reactions and slow, deliberative reasoning has been a 
useful construct for understanding human reasoning—and it can help explain 
much of the problem of unconscious race and gender bias.

System 1 seems like the chief source of unwanted influences on judg-
ing. The temptation is to think that suppressing or ignoring System 1 would 
produce egalitarian assessments. We cannot truly suppress System 1, however. 
Doing so would be unwise, even if it were possible. Intuition is the engine that 
drives judgment in many circumstances. Consider the research on people who 
have poorly developed affective systems.13 One might think they are excellent 
decision makers, since they are free from irrational emotional reactions. In fact, 
they are terrible decision makers. System 1 is an unavoidable and essential part 
of human judgment. It is actually crucial in emergencies and facilitates good 
judgment in many settings.14 But it can be a source of error.

Consider the following problem:15 

A bat and a ball together cost $1.10. The bat cost $1.00 more than 
the ball. How much does the ball cost? 

The combination of seeing the $1.10 and the $1.00 triggers the intuitive 
response of 10 cents in most people. But if the ball costs 10 cents, then the bat 
would cost $1.10, and together they would sum to $1.20—which is not right. 
The correct answer is five cents. If the ball costs five cents, then the bat costs a 
dollar more, or $1.05, and together they sum to $1.10. Calculating the correct 
answer is not difficult, but most well-educated adults get it wrong. Ironically, 
altering the problem to make it more difficult produces more correct answers. 
For example, consider this variation: 

A banana and a bagel together cost 37 cents. The bagel costs 13 cents 
more than the banana. How much does the banana cost?

Although the math is more complicated, more people get this problem correct 
(12 cents). Intuition suggests no obvious answer, and so only some math will 
solve the problem. In the case of the bat and the ball, however, 10 cents simply 
seems like the right answer. 

The bat-and-ball problem creates a powerful illusion of judgment and 
shows how System 1 can create a blind spot that makes decision makers vulner-
able to error. System 1 produces an excess of confidence, which can be seen in 
how people react to the problem. People who get the problem wrong by choos-
ing the intuitive answer think the problem is easier than those who get it right. 
Also, offering a reward for getting the correct answer does not improve accuracy; 
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people paid to be correct feel more strongly that they must go with their gut. So 
powerful is the intuition that a majority of undergraduates still choose 10 cents 
as the answer even after the following statement is added underneath the prob-
lem: “Hint, it’s not 10 cents.”16 Confidence in the intuitive answer overshadows 
the barest hint that another answer is even possible, creating the intuitive blind 
spot.

But much of this research relies on undergraduates as subjects. What about 
professionals such as judges? Some types of professionals—notably engineers—
learn that they should distrust their intuition and perform the calculations. 
Judges must constantly disentangle competing arguments to see which logical 
structure best fits a set of legal rules and precedent. All of this is System 2 work. 
Maybe by proclivity or through experience, judges, like engineers, simply know 
they need to do the math. 

Not so. Studies of judges indicate that they are not, by nature, System 2 
thinkers—at least on problems of this sort.17 For example, judges, like most 
adults, get questions like the bat-and-ball question wrong. In one study, Florida 
trial judges answered the bat-and-ball question, along with two similar ques-
tions (which together comprise the Cognitive Reflection Test, or CRT), and 
answered an average of only 1.23 (out of three) questions correctly.18 In another 
study, a group of administrative law judges did a little better, getting 1.33 cor-
rect, but still got most wrong. Thousands of judges have now taken the CRT 
with similar results. Judges follow their intuition, even though it is wrong. Intu-
ition creates a blind spot on the CRT questions.

Insight can be domain specific, however. Perhaps judges find it easier to set 
aside their intuitive reactions in judicial settings. Dozens of studies on precisely 
this subject have been conducted. As we discuss below, although judges some-
times avoid common errors that intuition can produce, judges more frequently 
rely on misleading intuitive reactions, even when doing so leads to erroneous 
or otherwise indefensible judgments.19 

B. Intuition in Judicial Settings: The Example of Anchoring
In assessing whether judges rely on misleading intuitions in legal settings, 
research has focused on intuitive processes that psychologists have found to 
be common sources of mistaken judgments. One such process that we believe 
influences judges is “anchoring.” Anchoring refers to an excessive reliance on 
numeric reference points when making numeric judgments.20 Numeric refer-
ence points (or “anchors”) create a powerful intuition that the correct answer 
lies somewhere near the starting point. In many circumstances, this is a helpful 
intuition. When you are determining how much you will pay for a new car, 
for example, the sticker price provides a useful anchor. Car buyers generally 
negotiate down from that initial number, but buyers know that they will not 
pay $10,000 for a car with a sticker price of $36,998. Numeric reference points 
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are generally useful, which is why most decision makers, including judges, rely 
on them. 

The problem with anchors is that they create powerful intuitions even 
when they are meaningless. In one study, researchers asked undergraduates to 
write down the last three digits of their phone number, add 400 to that result, 
and then assess first whether Attila the Hun was born before or after that year 
and then when Attila the Hun was actually born.21 The students obviously knew 
that Attila the Hun has nothing to do with their phone numbers, but their esti-
mates of Attila’s birth year correlated with their phone numbers nonetheless. In 
a similar demonstration, business school students actually altered their bids on 
bottles of fine wine when asked to first assess whether their reservation prices 
were greater or less than the last two digits of their Social Security number.22 In 
the actual auction, the wine almost invariably sold to those who had a Social 
Security number with an 8 or a 9 as the penultimate digit. 

Anchors also affect judges. A series of studies have shown that numeric 
anchors influence how judges determine appropriate damage awards, criminal 
sentences, and fines.23 In one such study, for example, a group of administrative 
law judges were asked to determine an appropriate damage award for a civil 
rights complaint filed by a secretary.24 The secretary had been fired for com-
plaining about a new supervisor who had ridiculed her ancestry at work (she 
was described as Mexican-American). Although the facts make out an easy case 
for recovery, the secretary secured a position in another company immediately 
after being fired, so her damages were limited to “mental anguish” over the fir-
ing. The materials described the anguish in some detail and requested a damage 
award. For half of the judges, the materials also stated that the plaintiff testi-
fied that “she recently saw a case similar to hers on a ‘court television show’ 
where the plaintiff received a compensatory damage award for mental anguish.” 
The other half of the judges received the same testimony, except that the plain-
tiff also stated the amount of the award she had seen on television—namely 
$415,300. Without this number present, the median award to the plaintiff was 
$6,250; with the number present, it was $50,000. The reference to $415,300 
had a huge effect on how the judges thought about the case. 

In this study, the judges were certainly aware that the plaintiff’s reference 
to $415,300 was irrelevant. In a separate session, a group of appellate judges 
were asked whether the testimony (containing the number) was admissible. All 
agreed it was not. Nearly all of them (87 percent) also stated admitting this tes-
timony in a bench trial would have been a “harmless error.” The anchor clearly 
created a blind spot for the judges. They believed the number to be harmless 
when in fact it increased the median award dramatically. 

In many other settings, research shows that irrelevant anchors influence 
how judges assess cases. These include statutory damage caps that vastly exceed 
the expected award, the jurisdictional minimum in federal court (even in a case 
that obviously exceeded the minimum), prior criminal sentences in unrelated 
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cases, and extreme (and inadmissible) settlement offers.25 In one study, judges 
imposed a higher fine on a nightclub for a noise ordinance violation when the 
club was identified as “Club 11,866” (after its street address) than when it was 
identified as “Club 58.” Judges also imposed a shorter sentence on a criminal 
defendant when asked to do so in months as opposed to years; in that study, a 
nine-year sentence seemed appropriate to the judges sentencing in years, but 63 
months seemed appropriate to the judges sentencing in months. Research also 
shows that judges sitting in actual cases rely on misleading recommendations 
in imposing sentences and that altering the scale (in this instance from months 
to days) influences sentences.26 

C. Instructing Judges to Ignore Intuition:  
The Example of Inadmissible Evidence

Beyond numeric estimates, judges face many sources of potentially misleading 
intuition when deciding cases. Chief among these might be the influence of 
inadmissible evidence. All factfinders—judge or jury—must found their deci-
sions on the record and only on the record. Inadmissible evidence must be set 
aside and cannot be the basis for a legitimate decision.

Setting aside what we know is extremely difficult. Ignoring known informa-
tion is not something the human brain is designed to accomplish. “Man’s great 
misfortune is that he has no organ, no kind of eyelid or brake, to mask or block 
a thought, or all thought, when he wants to.”27 Part of what makes intuition a 
powerful force is that the brain quickly absorbs new information and updates 
our beliefs. Indeed, when people try to ignore known information, they actually 
pay more attention to it.28 Efforts to disregard inadmissible evidence in legal 
settings are no different. Dozens of mock jury studies show that no reliable 
mechanism exists to expunge the inadmissible evidence from jurors’ minds.29 
Some studies find that jurors pay more attention to evidence they are instructed 
to disregard; others show that jurors sometimes ignore inadmissible evidence; 
and still others show that they can overreact to instructions to ignore. The best 
option is to ensure that jurors never hear the inadmissible evidence in the first 
place.

Judges, however, cannot shield themselves from inadmissible evidence. 
They are both the gatekeepers of evidence and the decision makers. Debate 
persists as to whether judges are any different than jurors. Some scholars have 
argued that “[n]ature does not furnish a jurist’s brain with thought-tight com-
partments to suit the convenience of legal theory, and convincing evidence does 
leave its mark.”30 Others contend that “[i]t is realistic to suppose that judges 
can do better than juries in relying on what is admissible and ignoring what is 
not.”31 We believe that although judges understand better than jurors why some 
evidence must be excluded, they are unlikely to have developed any meaningful 
ability to compartmentalize it. Relevant but inadmissible evidence can create an 
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intuitive sense of how a case should be resolved, and that intuitive sense likely 
influences how judges decide.

In a series of studies that compared decisions in hypothetical cases made 
by judges who were exposed to inadmissible information and by those who 
were not, judges found it difficult to ignore inadmissible information.32 In most 
of these studies, judges first determined whether the information was admissi-
ble and then had to ignore it if they suppressed it. If judges can ignore inadmis-
sible information, then those judges who suppressed the inadmissible evidence 
should have made roughly the same decisions as those judges who never saw 
the inadmissible evidence. With a notable exception, however, judges were 
unable to ignore the inadmissible evidence.

As one example of the difficulties that judges had ignoring inadmissible 
evidence, a group of trial judges in Arizona were asked to assess a criminal 
case involving sexual assault.33 They were presented with a case in which a col-
lege co-ed accused a fellow student of sexual assault during a fraternity party. 
The complainant admitted to having intercourse with the defendant but denied 
that she had given consent. The facts indicated that the complainant imme-
diately contacted police after the incident and had bruising consistent with a 
sexual assault. For half of the judges, the materials stated that the defendant had 
attempted to introduce testimony concerning the complainant’s sexual history. 
The testimony consisted of the complainant’s roommate’s assertions that the 
complainant “liked to loosen her inhibitions with a few beers too many and 
have rough sex with the first guy she saw.” Such testimony is inadmissible under 
Arizona’s rape-shield statute,34 and most of the judges ruled the testimony inad-
missible. Even though they suppressed the evidence, the conviction rate plum-
meted from 49 percent among the judges who did not see this testimony to 20 
percent among judges who saw the testimony and suppressed it. The conviction 
rates of those judges who suppressed the testimony and those who admitted 
it (8 percent) were similar. In effect, it made no difference whether the judges 
who read the inadmissible evidence excluded or admitted it; regardless of their 
rulings, they relied on it.  

Other studies have found a similar inability to disregard inadmissible 
evidence in other contexts. Judges could not ignore; a discussion protected by 
attorney-client privilege in a civil case; the past criminal conviction of a civil 
defendant; discussions that occurred during a settlement conference; and state-
ments made by a criminal defendant that a prosecutor had agreed not to use as 
part of a plea agreement.35 Although these studies uncovered some evidence that 
judges were able to ignore criminal confessions, subsequent research revealed 
that judges actually did pay attention to criminal confessions but suppressed 
their influence so as to penalize the police who had violated the constitutional 
rights of criminal suspects.36 

The one area in which judges clearly ignored inadmissible evidence was in 
making probable cause determinations. In a series of studies, judges assessing 
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whether to grant warrants in hypothetical cases made roughly the same assess-
ments as judges who had to determine whether a search conducted pursuant to 
an exception to the warrant requirement was supported by the requisite prob-
able cause.37 The latter determination required a judge to ignore the fact that the 
search turned up incriminating evidence. Surprisingly, most judges were able to 
do this. We believe that in this intricate area of law judges focus on the  relevant 
precedent, which requires them to engage in a deliberative analysis that nudges 
judges to look beyond their intuitive reactions. 

On the whole, however, knowing too much is a problem for judges. They 
cannot really mentally sequester the inadmissible evidence. In the sexual assault 
case we studied, learning that the complainant had engaged in consensual con-
duct similar to that which formed the basis of her complaint undermined the 
judges’ assessments of her credibility. Judges were unable to factor it out of their 
calculus. In most of our examples, the bulk of the evidence supported one con-
clusion, but the inadmissible evidence made it seem that the bulk of the evi-
dence was simply wrong. This intuition then tainted how the judges ultimately 
viewed the materials.

D. Emotional Decision Making in Judges
The intuitive reactions to anchors and inadmissible evidence are both under-
standable and maybe defensible. Numeric anchors are usually informative, so 
asking judges to disregard them is a tall order. In some cases, judges can defend 
a reliance on an anchor as a sensible approach. The research on anchoring thus 
shows that judges find it difficult to identify when their intuition is mislead-
ing them (just as we found with the cognitive reflection test). The research on 
ignoring inadmissible evidence goes a little further. These results suggest that 
judges find it difficult to confine their decisions to the facts in the record. Their 
reliance on the inadmissible evidence shows that judges cannot easily avoid 
relying on their extraneous knowledge and beliefs. This concern led us to 
hypothesize that judges might also have emotional reactions to cases (or liti-
gants) that could shape or guide their legal judgments. 

Judges usually deny that emotion influences their decisions. In her confir-
mation hearings, for example, Justice Sotomayor stated, “[I]t’s not the heart that 
compels conclusions in cases, it’s the law.”38 Her statement reflected an effort to 
distance herself from some of her own earlier statements as well as from Presi-
dent Obama’s assertions that he wanted to appoint empathetic judges. Justice 
Kagan similarly navigated the same waters when asked if she agreed that “law 
is only 25 miles of the marathon and emotion is the last mile”; she rejected 
the assertion outright by claiming, “it is law all the way down.”39 Judges seem 
to understand that our society wants them to reject emotion as a source of 
guidance.40 

We doubt that emotional influences vanish when judges put on their robes. 
Emotion is a powerful source of intuition, and its influence on decision making 
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is robust and even useful.41 People react negatively to horrific criminal acts, and 
disgust should perhaps guide sentencing. Defendants who have behaved hor-
ribly in the past might sensibly be thought to lack credibility. Attending to emo-
tional cues is thus potentially desirable, and it might be impossible to avoid 
doing so in any event. Justice Rob-
ert Jackson, in fact, likened dispas-
sionate judges to “Uncle Sam, Santa 
Clause, the Easter Bunny, and other 
fictional characters.”42

Emotional reactions can have 
an undesirable influence on judges, 
however. Invidious reactions based 
on race and gender commonly man-
ifest as emotional reactions that are 
hard to ignore. Emotional reactions to people can also be erratic and might 
possess little or no relevance to case outcomes. For example, Dan Simon and 
his coauthors showed that emotions can influence how lay people view the 
development of a legal theory, even when the emotion is transparently irrel-
evant to the legal issue.43 In their study, they varied the social desirability of a 
litigant making a novel legal argument. Their variation not only influenced how 
their subjects reacted to the litigant, but also influenced how they viewed that 
litigant’s argument in a subsequent case involving unrelated parties. The emo-
tional reaction to the initial litigant tainted people’s reaction to a more general 
legal issue. If spillovers like this are common, then the concerns first raised by 
Jeremy Bentham that the path of the law can follow a chaotic course dictated by 
the characteristics of an early case might be valid.44

Research has shown that irrelevant emotions influence judges.45 In one 
study, judges were asked to evaluate a (hypothetical) statute meant to shield the 
use of medical marijuana from prosecution.46 The statute provided that a defen-
dant may not be prosecuted for marijuana possession if “a physician has stated 
in an affidavit or otherwise under oath” that the defendant has a medical need 
for marijuana. The materials described a defendant who did not have such an 
affidavit at the time of his arrest but obtained one afterward and then moved to 
dismiss the prosecution. Ruling on the motion required the judges to determine 
if the phrase “has stated” can include a post-arrest affidavit. This determination 
is an exercise of statutory construction that does not depend on characteristics of 
the defendant making the motion. The defendant’s characteristics mattered enor-
mously, however. Judges were far less inclined to rule favorably for a defendant 
described as a 19-year-old taking the drug to combat seizures than for a defen-
dant described as a 55-year-old who was dying of bone cancer. One can under-
stand being more sympathetic to the 55-year-old, but the materials requested 
a ruling on the meaning of a statute of general applicability, which should not 
depend on the characteristics of any individual defendant. Judges were neverthe-
less unable to put aside their sympathies to make an abstract judgment.

We are skeptical that emotional 

influences vanish when judges put 

on their robes. Emotion is a powerful 

source of intuition, and its influence on 

decision making is broad and robust. 

Like most intuitions, emotion often 

provides useful guidance.
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In other research, sympathetic litigants induced judges to make more favor-
able rulings in a range of cases.47 Judges were more inclined to bend the law to 
favor an undocumented immigrant who had entered the United States to earn 
money for a sick daughter than one who was tracking down a rogue member 
of a drug cartel. They were more likely to rule a city jail’s blanket strip-search 
policy was per se unconstitutional when the lead plaintiff was a co-ed protestor 
than a male armed robber. Bankruptcy judges treated a debtor who ran up debt 
to help an ailing parent more favorably than one who ran up debt to go on 
vacation, even though the relevant law does not authorize disparate treatment 
based on the source of the debt. Judges were more inclined to declare a search 
of an employee’s locker constitutionally acceptable when the search uncovered 
a large quantity of heroin than when it uncovered only two marijuana ciga-
rettes. Notwithstanding Justice Kagan’s assertions, emotion seems to be some 
portion of the marathon. 

E. Judicial Intuition Favoring Ingroups
Because invidious influences often arise as emotional reactions, the influence 
that emotion has on judges has the potential to undermine judges’ egalitar-
ian commitments. Research suggests that judges do not easily set aside their 
intuitions, even when their intuitions are misleading and even when doing so 
is essential to being impartial. Judges are highly motivated to set aside “invidi-
ous” preconceptions and prejudices, however, so they might avoid some of 
the common prejudices that social scientists find to be widespread in ordinary 
adults. 

The tendency to favor ingroups is perhaps one of the most widespread 
findings in social science. As William Graham Sumner put it over a century ago, 

[Ethnocentrism is] the view of things in which one’s own group 
is the center of everything and all others are scaled and rated with 
reference to it. . . . Each group nourishes its own pride and vanity, 

boasts itself superior, exalts its 
own divinities, and looks with 
contempt on outsiders.48

A seemingly endless set of stud-
ies indicate that even the most mini-
mal, most meaningless distinctions 
between people facilitate ingroup 
favoritism.49 Classic social psychol-
ogy experiments in which research-
ers divided children in obviously 
random ways produced enormous 
discrimination between the groups.50 

Research suggests that judges do not 

easily set aside their intuitions, even 

when that intuition is misleading 

and even when doing so is essential 

to being impartial. But judges are so 

highly motivated to set aside “invidious” 

preconceptions and prejudices that 

maybe they manage to avoid some 

of the common prejudices that social 

scientists find to be widespread in 

ordinary adults.
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Geographic favoritism among sports fans is also notoriously potent but largely 
harmless.

Geographic favoritism in the judicial process, however, is hardly benign. 
Diversity jurisdiction owes its existence to the concern that litigants cannot get 
equal justice when pursuing or defending claims outside of their home states.51 
Although one might think that such parochialism has faded since the found-
ing of the Republic, lawyers still believe it persists.52 But do judges also express 
home-team favoritism in litigation? Consider the following quote from the for-
mer chief justice of the West Virginia Supreme Court, Justice Richard Neely:

[A]s long as I am allowed to redistribute wealth from out-of-state 
companies to injured in-state plaintiffs, I shall continue to do so. 
Not only is my sleep enhanced when I give someone else’s money 
away, but so is my job security, because the in-state plaintiffs, their 
families, and their friends will re-elect me.53 

Most judges would reject such an overt bias—just as they would overtly reject 
other invidious biases. But the role that we have found that intuition and 
emotion play in judicial decision making suggests that ingroup bias might 
still influence their judgment, even if they reject the overt bias Judge Neely  
expresses.

In a test for this influence in judges, over 100 Minnesota judges were asked 
to assess a hypothetical case involving a business that began dumping haz-
ardous chemicals in a nearby lake on private land so as to avoid the cost of 
proper disposal.54 This activity injured the landowner after he went swimming 
in the lake just after the business owner dumped some dangerous chemicals. 
The materials indicated that the parties had settled on an amount for com-
pensatory damages, but the injured plaintiff was seeking punitive damages. The 
materials asked the judges whether they would award punitive damages (most 
did) and if so, how much. For half of the judges, the materials indicated that 
both the plaintiff and defendant were in-state residents. For the other half, the 
plaintiff was a Minnesotan, but the defendant was from Wisconsin. The judges 
expressed a large in-state bias. The median award against the Minnesota defen-
dant was $1,000,000, but the median award against the Wisconsin defendant 
was $1,750,000. We found similar, albeit smaller, effects in New Jersey (with 
Pennsylvania as the foreign jurisdiction) and Ohio (with Michigan as the for-
eign jurisdiction). The results are similar to those of an archival study of judicial 
decisions in tort cases.55 

F. Implicit Racial Bias in Judges
Ingroup, racial, and gender biases can arise from similar processes to those that 
produced the results we report above. Many social psychologists even assert 
that racial bias is simply one form of ingroup bias. Just as judges reject the idea 
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that they should redistribute wealth in the way Judge Neely suggests, judges 
also reject the influence of race and gender. But explicit rejection of ingroup 
bias was not enough to insulate judges from its influence. 

One recent study, in fact, shows an interesting ingroup effect on federal 
appellate judges that interacts in an odd way with gender biases. Researchers 
found that decisions federal appellate judges made in cases involving gender 
discrimination claims changed after judges fathered a daughter.56 Male judges 
became more solicitous of female claims of gender discrimination after they 
had daughters. Judges who had sons did not show such an effect. Most of the 
effect occurred among Republican appointees, who were generally less favorably 
disposed toward gender discrimination claims than Democratic appointees. 
Another study also found results suggesting ingroup favoritism.  It  concluded 
that “White judges are far more likely to dispose of any employment discrimi-
nation case at the summary judgment phase than are minority judges.”57

Research on implicit bias shows that people who embrace egalitarian 
norms nevertheless harbor invidious implicit associations. Most White adults 
more easily associate African-Americans with negative imagery and White Amer-
icans with positive imagery.58 And most adults, male and female, more easily 
associate women with domestic concepts and men with career concepts. What 
is more, these associations can influence judgment. Several studies identify set-
tings in which divergent treatment of African-Americans in particular occurs 
largely among individuals who have strong negative implicit associations with 
African-Americans.59 That said, people who are highly motivated to avoid mak-
ing prejudiced judgments can avoid some of these influences. Judges, who take 
oaths to avoid racial prejudice in decision making, are surely so motivated. But 
do they avoid reliance on implicit biases in judgment?

The research on invidious implicit biases in judges paints a complex por-
trait.60 Judges harbor the same measure of implicit biases concerning African-
Americans as most lay adults. In our study, we used the most widely studied 
measure of implicit biases—the Implicit Association Test (IAT).61 The IAT mea-
sures how quickly people can sort categories, such as White and Black faces 
and positive and negative words. The IAT pairs categories together in a com-
puter task, so that the research participant must evaluate whether a word or face 
appearing in the center of a computer screen is either a White or Black face, or 
a positive or negative word. At the outset of the task, the participant typically 
presses a designated key on the left-hand side of the keyboard (the “E” key) if 
the target stimuli is either a White face or a positive word, and presses a key on 
the right-hand side of the keyboard (the “I” key) if the target is either a Black 
face or a negative word. The computer times each response, down to the mil-
lisecond. After a few rounds, the computer switches the pairings, so that the 
subject must press the “E” key if the target is a White face or a negative word 
and the “I” key if the target is a Black face or a positive word. (Sometimes the 
order of the tasks is reversed, and several practice rounds are given but not 
scored, so as to reduce order effects.) Most White adults find the White-positive/

red58371_05_ch05_087-130.indd   100 4/25/17   3:49 PM



Chapter 5 Implicit Bias in Judicial Decision Making  101

Black-negative pairing easier to sort than the White-negative/Black-positive pair-
ing. Faster progress on the sorting task suggests that people associate the con-
cepts easily. When most White adults assess the White-positive/Black-negative 
pairing, they are effectively making only one judgment (good or bad). The 
opposite pairing thus requires two judgments for most White adults (face or 
name and then on which side does it belong) and hence slows response rates.

The results show that judges resemble most adults on the IAT.62 That is, 
85 percent of the White judges sorted the White-positive/Black-negative pair-
ing faster than the opposite pairing. On average, the judges performed roughly 
one-fifth of a second slower on the White-negative/Black-positive pairing. These 
results are similar to those found in the general population. African-Ameri-
can judges were more split. Only 45 percent of the African-American judges 
performed faster on the White-positive/Black-negative pairing. Overall, they 
showed great variation and no distinct tendency. This is also similar to results 
found in the general population. Therefore, judges express the same pattern of 
implicit biases as lay adults. 

This same study also tested whether these implicit biases influenced judges’ 
judgment. The same judges who took the IAT also took two tests of whether 
they would act on their biases, one in which the materials explicitly identi-
fied the race of the parties and one in which the materials manipulated race 
implicitly. In the explicit identification experiment, the materials asked the 
judges to decide a criminal case.63 The case involved a fight in a high school 
basketball locker room. One student pushed another hard into a bank of 
lockers, sending the victim to the emergency room. The perpetrator was then 
charged with battery and claimed that he felt threatened in an effort to sub-
stantiate a self-defense claim. The materials asked the judges to assume the 
case was a bench trial and determine whether the defendant was guilty or not 
guilty by reason of self-defense. For half of the judges, the materials identi-
fied the defendant as African-American, and for the other half, the materials 
identified the defendant as Caucasian-American. The materials also identi-
fied the victim as the opposite race. Using the same materials, Sommers and 
Ellsworth found that White lay adults were more likely to convict the Black 
defendant than the White defendant (90 percent to 70 percent).64 White judges, 
however, expressed no  difference—roughly 80 percent convicted regardless  
of race.65 

More critical to understanding the role of implicit bias, we found that 
the judges’ individual results on the IAT did not predict how they reacted to 
the materials. If implicit biases constitute an important influence on judg-
ment, we would have expected those judges with strong White-positive and 
Black-negative associations to treat the Black and White defendants differently. 
Other researchers have uncovered this pattern of results in medical doctors and 
human resources managers.66 In the study discussed above, judges expressed no 
such tendencies. Even though they harbored strong negative associations with 
African-Americans, these associations had no effect on their judgment.
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In contrast to the explicit racial identification experiment, a second experi-
ment also manipulated the race of litigants in a subtle way.67 The materials asked 
the judges to assign one of seven dispositions to two juvenile cases: a shoplifter 
and an armed robber. The disposition options ranged from dismissal, proba-

tion, detention in a juvenile facility, 
or transfer to an adult court. Before 
reading each case, we asked the 
judges to engage in an odd-looking 
computer task. The task consisted of 
identifying in which quadrant of the 
computer screen a string of 16 let-
ters appeared. In reality, the string of 
letters masked words that appeared 
for about one-sixth of a second, 
making it impossible to detect con-
sciously. For half of the judges, the 
words were closely associated with 
African-Americans (jerricurl, Harlem, 
Oprah), and for the other half, the 
words had no distinct racial content. 
In effect, we were priming half of the 

judges to think unconsciously about African-Americans right before we asked 
them to assign a disposition to the juvenile defendants. In a previous version 
of this study, police officers given this task recommended more severe sentences 
after being primed with the African-American words.68 Manipulating race in an 
implicit way, we supposed, might more closely track a situation in which judges 
are not thinking about the race of the litigant.

The results were troubling. Overall, the judges did not treat the defen-
dants differently. The average disposition for the shoplifter divided between an 
adjournment in contemplation of dismissal and six months on probation, and 
for the armed robber it was between a lengthy probation and confinement in a 
juvenile facility for six months. Race did influence judges, however. Those judges 
who harbored strong White-positive/Black-negative associations on the IAT 
assigned more severe dispositions to the juvenile after being primed with Afri-
can-American words than when primed with race-neutral words. In turn, judges 
who harbored White-negative/Black-positive associations on the IAT treated the 
juvenile less harshly after being primed with African-American words. The differ-
ences were small but noteworthy. For the shoplifter, the priming effect tended to 
shift the disposition from an adjournment to probation, and for the armed rob-
ber it often meant the difference between probation and detention. 

What do the results mean? Although the pattern of results is intricate, we 
take a clear message from it. When the materials explicitly identified the defen-
dants’ race, judges were on guard. In effect, the explicit references to race trig-
gered their System 2 thinking. They focused on the elements of self-defense and 

More critical to understanding the 

role of implicit bias, we found that the 

judges’ individual results on the IAT did 

not predict how they reacted to the 

materials. If implicit biases constitute an 

important influence on judgment, we 

would have expected that those judges 

who held strong White-positive and 

Black-negative influences to treat the 

Black and White defendants differently. 

Other researchers have uncovered this 

pattern of results in medical doctors 

and human resources managers.
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worked out whether it was an appropriate defense in the case presented—very 
much a System 2 process. When the materials did not explicitly identify the 
defendant’s race but merely suggested it unconsciously, implicit associations 
influenced the judges. The lesson is fairly  straightforward—thinking about race 
explicitly is a better approach than trying to ignore it. Judges are highly sensitive 
to charges of racism and will try to avoid it. But they still harbor the kinds of 
invidious associations that can influ-
ence their judgment if they are not 
making conscious efforts to avoid 
that distortion. Racial influences 
thus operate much like the influence 
of emotion and other intuitive pro-
cesses in judges. 

To be sure, this only reflects 
one study of judges, and one that 
involves a hypothetical setting. 
Other studies, including several 
using actual courtroom outcomes, support our conclusions. Using similar meth-
ods, Levinson and Bennett,69 for example, have found that federal judges harbor 
invidious biases concerning Jewish, Christian, and Asian litigants. They also did 
not find conclusive evidence that these influences altered the judges’ decision 
making when the race of the litigants was explicitly identified, although implicit 
biases influenced the judges’ perceptions of the litigants. 

Studies of behavior in the courtroom show that judges treat White and 
Black litigants differently in bail hearings,70 exhibit modest racial disparities in 
criminal sentences favoring defendants of their own race,71 impose harsher sen-
tences on dark-skinned defendants,72 and are more likely to deviate favorably 
from sentencing guidelines for White than for Black defendants.73 The size of 
the effects observed in these studies cannot account for the sizeable racial dis-
parities in the criminal justice system as a whole but support the idea that in 
some circumstances, implicit biases influence judges.

Although few studies of gender bias in judges exist, some studies sug-
gest that invidious associations influence how judges assess male and female 
litigants. As-yet unpublished studies we have conducted showed that judges 
award more in compensatory damages for lost wages for a deceased male than 
a deceased female in a wrongful death hypothetical, treat male and female 
parents differently in divorce cases, and impose shorter sentences on female 
than male defendants convicted of identical crimes (and with identical back-
grounds). Studies of actual sentences in drug cases dovetail with the latter find-
ing.74 Women convicted of drug offenses in federal court appear to draw shorter 
sentences than their male counterparts do, even when researchers control for 
background characteristics of the litigants.75 As with race, widely held implicit 
associations that women are better caretakers, less deserving of punishment, 
and less career-minded seem to influence judges. 

Racial influences operate much 

like the influence of emotion and 

other intuitive processes in judges. 

Unchecked, they can influence 

judgment, but an effort to engage 

System 2 thinking can reduce or 

eliminate the undesirable intuitive 

influences.
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In sum, research on judges supports a few key points. First, judges are good 
decision makers, but like most adults, they tend to rely too heavily on their 

intuition. Second, this over-reliance 
can lead them to make predictable 
errors in judgment that can arise 
from simple mental shortcuts such 
as anchoring. Third, an excessive 
reliance on intuition opens the door 
for emotional reactions in judges 
that can influence how judges decide 
cases. Fourth, these emotional reac-
tions facilitate the influence of 
more pernicious influences, such as 
ingroup preferences and invidious 

biases. Finally, it is clear that more careful System 2 thinking can (and often 
does) lead judges to avoid unwanted reliance on intuitive cognitive processes. 
In the next section, we discuss ways judges can facilitate a more deliberative 
approach that would avoid unwanted influences on their judgment.

II. What Can Judges Do to Avoid Unconscious Bias?
Eliminating—or even merely mitigating—the undesirable influence of over- 
reliance on intuition is not easy. There is no “smart pill” that judges can take 
or failsafe protocol that judges can follow to inoculate themselves against  
implicit biases. Implicit bias is present even in children,76 and the sources  
of implicit bias accumulate over a lifetime. It would be unrealistic to expect 
that implicit bias could be erased overnight.

Before discussing possible countermeasures, some caveats should be 
kept in mind. One of the special challenges of devising reforms to mini-
mize the impact of implicit bias on judicial decisions is that judges likely 
already benefit from factors that tend to reduce implicit bias. For example, 
most judges are relatively well-educated, thoroughly trained, experienced 
at making important decisions, vetted by appointment or election, explic-
itly directed to avoid bias, highly motivated to be fair, and so on. Judges 
are also accountable for their decisions: they are subject to appellate review 
(although that is rare, and many interstitial rulings are effectively immune); 
they make their decisions publicly (either on the record in open court or 
in written opinions); many are subject to intense scrutiny when re-election 
or re-appointment is approaching; and the definition of their role imposes 
upon them a sense of public responsibility. Although these forms of account-
ability seem insufficient to eradicate judicial implicit bias as reflected in our 
experiments and in archival data regarding sentencing, countermeasures 
that merely duplicate the bias-reducing factors already at play should be  
avoided.

In sum, research on judges supports 

a couple of key points. First, judges 

are good decision makers, but like 

most adults, they tend to rely too 

heavily on their intuition. Second, this 

over-reliance can lead them to make 

predictable errors in judgment that 

can arise from simple mental shortcuts 

such as anchoring.
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Unique aspects of the judicial role also rule out obvious countermeasures 
shown to be effective in other situations. Theoretically, hiding the identity of 
parties could prevent judges from learning the race or gender of litigants. The 
prototypical example of this is the audition screen, which increased the hiring 
of women and racial minority musicians by orchestras when implemented in 
the 1970s.77 Hiding identities in the justice system, however, would be challeng-
ing if not impossible. Our norm is for judges to see witnesses, parties, jurors, 
and lawyers. Even though justice is supposed to be blind to persons, hiding 
them from the factfinder might seem unfair. People also assume—perhaps 
incorrectly—that the appearance and demeanor of parties and witnesses is diag-
nostic. Finally, information such as 
race or gender that could be misused 
might also possess some probative 
value that category masking would 
foreclose. In any event, race, gender, 
and the like can often be readily 
inferred from other characteristics 
that would be difficult to conceal—such as name, neighborhood, job, and so 
on. As we observed in our research, it might be better for a judge to consciously 
know a litigant’s race than to be subconsciously aware of it. 

Solutions must focus on both parts of the equation: the individual deci-
sion maker and the environment in which the individual makes decisions. To 
minimize the risk that unconscious or implicit bias might distort decisions in 
court, judges and others could take the steps listed below, among others. Taking 
these steps would tend to reduce implicit bias and encourage judges to compen-
sate for any bias that may persist. We divide our suggestions into two catego-
ries: those that target implicit bias directly, and those that target it indirectly by 
minimizing judicial reliance on intuition.

A. Combatting Implicit Bias Directly

1. Exposure to Stereotype-Incongruent Models

Several scholars have suggested that society might try to reduce the presence 
of unconscious biases by exposing decision makers to stereotype-incongruent 
models.78 For example, posting a portrait of former President Barack Obama 
alongside the parade of mostly White male judges in many courthouses would 
be an inexpensive, laudable intervention.

Evidence concerning the effectiveness of this technique appears to be 
“quite mixed.”79 Although some have found it to be effective, our results, for 
example, also raise questions about its effectiveness. The White judges in our 
study exhibited a strong implicit bias, even though one of the jurisdictions we 
studied consisted of roughly half White judges and half Black judges.80 Expo-
sure to a group of esteemed Black colleagues apparently was not enough to 

Solutions must focus on both parts of 

the equation: the individual decision 

maker and the environment in which 

the individual makes decisions.
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counteract the social influences that produce implicit negative associations 
regarding African-Americans.

Consciously attempting to change implicit associations might be too dif-
ficult for judges. Most judges have little control over their dockets, which tend 
to include an over-representation of Black criminal defendants.81 Frequent expo-
sure to Black criminal defendants is apt to perpetuate negative associations with 
Black Americans. This exposure perhaps explains why capital defense attorneys 
harbor negative associations with Blacks,82 and might explain why we found 
slightly greater negative associations among the White judges than are found 
among the population as a whole (although as we have noted, the latter finding 
might have other causes).83 To reduce this risk, courts might consider rotating 
judges among specialist assignments so that implicit negative attitudes formed 
while deciding criminal cases will not take root.

2. Testing and Training

The criminal justice system might test candidates for judicial office using the 
IAT or other devices to determine whether they harbor implicit biases. We do 
not suggest, however, that people who display a strong White preference on the 
IAT should be barred from serving as judges, nor do we support using the IAT as 
a measure of qualification to serve on the bench.84 The direct link between IAT 
score and decision making is still too tenuous, and our data—and the data of 
others—suggest that judges can overcome implicit biases at least to some extent 
and under some circumstances. Rather, knowing a judge’s IAT score might serve 
two other purposes. First, it might help newly elected or appointed judges 
understand the extent to which they have implicit biases and alert them to the 
need to correct for those biases on the job.85 Because judges take their respon-
sibility to do justice seriously, becoming aware of the problem will motivate 
them to attempt to correct it. Second, knowledge of a judge’s implicit biases 
would make it possible to provide targeted training about bias to new judges.

Training for experienced judges is also important. Continuing judicial edu-
cation is common, but one shortcoming is that it is seldom accompanied by 
any testing of the individual judge’s susceptibility to implicit bias, or by any 
analysis of the judge’s own decisions. As a consequence, judges are less likely 
to appreciate their personal susceptibility to implicit bias.86 As researchers 
have observed, “people’s default response is to assume that their judgements 
are uncontaminated.”87 Moreover, because people are prone to egocentric bias, 
they readily assume that they are better than average, or that factors that might 
induce others to make poor or biased decisions would not affect their own deci-
sions. This is true of judges as well. Our research demonstrates that judges are 
inclined to make the same sorts of favorable assumptions about their own abili-
ties that non-judges do. For example, 97.2 percent (35 out of 36) of one group 
of judges we tested ranked themselves above the median judge with respect to 
“avoiding racial bias in making decisions.”88 This result suggests that specific 
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training revealing the vulnerabilities 
of the particular judges would be 
more helpful than general education 
regarding implicit bias.89 Further, to 
ensure that what judges encounter 
on the job does not inadvertently 
reinforce biased stereotypes and 
undo any benefit of general counter 
stereotypical training, such training 
should be repeated. 

Some types of implicit bias are 
highly salient and embarrassing, 
such as implicit racial bias. Judges seem to be on guard against these. Thus, the 
greater risk may be factors other than race or gender—such as beauty, age, obe-
sity, religion, ethnicity, skin tone, and so on—that are not likely to be as salient 
or worrisome to judges.90 Training regarding less obvious or non-hot-button 
sources of implicit bias would help to reduce this risk.

Another shortcoming of training is that although insight into the direction 
of an implicit bias frequently can be gained, insight into the magnitude of that 
bias cannot. How is one to know whether correction is warranted, and if so, 
how much? There is a risk of insufficient correction, unnecessary correction, or 
even overcorrection, resulting in a decision that is distorted as a result of the 
adjustment but simply in the opposite direction.91 Testing might mitigate this 
problem by helping judges understand how much compensation or correction 
is needed to improve their decision making.

Using training to promote conscious self-correction, however, might result 
in unintended consequences. Conscious suppression or self-correction of 
implicit bias ties up or depletes cognitive resources.92 This might make judges 
more susceptible to other types of cognitive error. In addition, consciously try-
ing to correct for implicit bias may distract judges from devoting their full atten-
tion to the relevant facts and law. 
Finally, self-correction might also 
have the ironic effect of strength-
ening implicit bias.93 On the other 
hand, some research suggests that 
telling mock jurors about implicit 
bias and instructing them to avoid 
it might be effective, and there is 
evidence that training people about 
implicit bias can reduce it.94

Training for non-judges is also  
important. Judges accept inputs from 
repeat players such as police, pros-
ecutors, pretrial services officers, 
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probation officers, and the like. The recommendations of prosecutors and pro-
bation officers have been shown to be especially influential.95 Judges rely on 
these professionals, but they are also vulnerable to implicit bias.96 If inputs 
from other actors are biased, then the outputs of judges may be tainted, even 
if judges succeed in freeing themselves from implicit bias. Training legal actors 
other than judges would perhaps reduce the risk that their implicit bias might 
impact judges’ decisions.  

3. Auditing

There is a great deal of aggregate data about how litigant race, gender, and 
other demographic characteristics influence pretrial detention, sentencing, 
motions for summary judgment, trial outcomes (whether judge or jury), and so 
on. There is also aggregate data about how judges’ demographic characteristics 
influence their decisions. What we have less of is data about what individual 
judges are doing that might enable them to better calibrate their decisions. This 
makes it easier for individual judges to deny that they are part of the problem, 
and our research suggests that they are strongly inclined to do so.

Quite a bit of data concerning individual judges might already be available. 
Pretrial services and probation offices already collect some data that can be 
sorted by judge, although concerns over the possible misuse of such data may 
inhibit them from making it available. Legal research services such as Westlaw, 
Bloomberg, and Lex Machina can report data by judge, although the quality 
and completeness of their data is unclear. Westlaw Judicial Reports, for example, 
contains judge-level data on reversal, caseload, and rulings on motions, pri-
marily for federal judges. Finally, public online court dockets can be mined by 
researchers with the time and resources to do so.97

Apart from what already exists or can be gleaned, the justice system could 
implement an auditing program to evaluate the decisions of individual judges 
in order to determine whether they appear to be influenced by implicit bias. 
For example, judges’ discretionary determinations, such as bail-setting, sentenc-
ing, or child-custody allocation, could be audited periodically to determine 
whether they exhibit patterns indicative of implicit bias. Similar proposals were 
advanced as correctives for umpires in Major League Baseball and referees in the 
National Basketball Association after both groups displayed evidence of racial 
bias in their judgments.98

Auditing could provide a couple of benefits. First, it would increase the 
available data regarding the extent to which bias affects judicial decision mak-
ing. Second, it could enhance the accountability of judicial decision making. 
Unfortunately, judges operate in an institutional context that provides little 
prompt and useful feedback. Existing forms of accountability, such as appel-
late review, public scrutiny immediately prior to retention elections or reap-
pointment, or online evaluations, even when timely and accurate,99 primarily 
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focus on a judge’s performance in a particular case, not on the systematic 
study of long-term patterns within a judge’s performance that might reveal  
implicit bias.100

Accountability mechanisms, including auditing, can also be effective at pro-
moting cognitively complex thinking and self-awareness.101 Auditing can moti-
vate judges to be more vigilant and thorough in deliberations, lessening their 
reliance on low-effort mental shortcuts that are often susceptible to unconscious 
biases.102 Auditing can also encourage judges to predict counter arguments while 
making decisions, thus helping them to identify flaws in their informational 
processing.103 Awareness of flaws can reduce overconfidence bias—a common 
tendency to overemphasize belief-affirming information—thus providing the 
added benefit of improving judges’ self-assessment abilities.104

Auditing could be implemented in several different ways. First, individual 
judges could self-audit by recording data such as sentence length, defendant’s 
race, victim’s race, and so on and periodically reviewing it for consistency.105 
Although some heroic judges report doing this on their own, not every judge 
will have the time or motivation to undertake this arduous task. 

A second option would be to create committees composed of a small 
group of judges who meet periodically to discuss sentencing decisions and asso-
ciated issues.106 The prospect of explaining their decision making to esteemed 
colleagues may motivate judges to engage in high-effort deliberation. The effec-
tiveness of these roundtables in reducing implicit bias would be bolstered by 
ensuring that the participants are diverse. Not only would diversity enrich the 
discussion by including a variety of perspectives, but the goal-oriented collab-
oration among members of different races and genders that such committees 
would foster itself tend to reduce implicit biases.107 

A third option would be to create a peer review board to conduct peri-
odic informal evaluations of judges’ opinions and provide feedback. Such a 
board would focus on assessing the impartiality and consistency of sentencing 
both across an individual judge’s cases and across judges within a particular 
jurisdiction. 

Increased self-critical, complex thinking is most likely to result when judges 
do not know the views of the evaluator.108 Knowing the views of an evaluator 
can result in cognitively lazy thinking, or decisions that simply conform to the 
opinions thought to be favored by that evaluator. For this reason, it may be 
best to cycle judges through different peer committees or to enlist review board 
members from other jurisdictions to limit familiarity.

Another condition that maximizes the effectiveness of auditing is review 
subject anonymity. Under conditions that do not create anonymity, evaluators 
might exhibit implicit bias in their reviews, potentially discounting the perfor-
mance of female and racial minority judges.109 One option is a blind review 
format in which evaluators are assigned a sample of decisions without knowing 
the identity and characteristics of the judge who made them. 

red58371_05_ch05_087-130.indd   109 4/25/17   3:49 PM



110  ENHANCING JUSTICE: REDUCING BIAS

Unless carefully implemented, there might be danger inherent in implicit 
bias remedies, like auditing, that can be perceived as placing external pressure 
on individuals to reduce their implicit biases. In a recent study, participants 
were primed with autonomous motivations such as, “I can freely decide to be a 
non-prejudiced person” or controlling motivations such as “I would feel guilty 
if I were prejudiced” before taking an IAT.110 Exposure to the controlling moti-
vational statements increased the implicit bias reflected in the participants’ IAT 
scores. This result suggests the need for caution in the implementation of audit-
ing regimes, so as to avoid triggering paradoxical results.

We recognize that judges are apt to be reluctant to implement auditing pro-
cedures. They might worry that auditing might reveal variation or inconsistency 
that looks like bias but for which an innocent explanation exists, thereby expos-
ing them to unfair criticism. That said, the widespread availability of courtroom 
data has inspired some news services to conduct their own audits of judges to 
search for perceived biases.111 Judges unwilling to engage in self-auditing might 
find such audits imposed on them by the media.

4. Altering Courtroom Practices

The justice system could be modified to minimize the untoward impact of 
unconscious bias. For example, the justice system could expand the use of three-
judge trial courts.112 Creating diversity for trial judges poses a challenge. We 
know how to create diversity on appellate panels—appoint more female and 
minority (race, ethnicity, sexual orientation, and so on) judges. Research reveals 
that improving the diversity of appellate court panels can affect outcomes. 
One study found that “adding a female judge to the panel more than doubled 
the probability that a male judge ruled for the plaintiff in sexual harassment 
case . . . and nearly tripled this probability in sex discrimination cases.”113 In 
trial courts, judges typically decide alone, so adopting this mechanism would 
require major structural changes. Although convening a three-judge trial court 
was once required by statute when the constitutionality of a state’s statute was 
at issue,114 and was occasionally used or suggested in other contexts,115 three-
judge trial courts are virtually nonexistent today.116 The inefficiency of having 
three judges decide cases that one judge might be able to decide nearly as well 
led to their demise, and this measure might simply be too costly to resurrect.

Trial judges could attempt to create their own diversity in their chambers 
by hiring a diverse staff and discussing cases with them.117 A non-White law 
clerk or judicial assistant might react very differently to particular facts or argu-
ments than a White judge, and vice versa. But there is a risk that the views of 
others—especially those expressed off the record and not subject to testing in 
the cauldron of the adversary process—might be overly influential.118 Increasing 
the information available to judges off the record raises fairness or ethical con-
cerns similar to those posed by judges’ private Internet research. Accordingly, 
this technique should be implemented with caution.
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The more people learn about an individual who belongs to a group, the 
less likely they are to make stereotyped judgments about him or her based on 
his or her membership in that group. Judges might spend a few extra minutes 
getting to know defendants when taking guilty pleas and sentencing. They also 
might put efficiency concerns aside for a few moments and allow lawyers more 
latitude to humanize their clients during direct examination.

The form in which law is expressed also might be examined. Reducing 
discrimination by requiring judges to apply rules rather than standards leaves 
less room in which implicit bias can operate.119 Rules, mandatory minimum 
sentences, or damages schedules eliminate part of the potential for bias (but 
not all of it, because it is unlikely that credibility determination, child custody 
allocation, and so on could ever be reduced to a rule), and sentencing guide-
lines or damages ranges confine and check it. Of course, judges must be able 
to individualize and to tailor outcomes to achieve justice and equity. Only in 
this way can law evolve and outcomes be viewed by society as fair. But there is 
a tradeoff: the more discretion, the more risk of bias. 

Strengthening the adversary system might help. For example, if public 
defenders are well-compensated and well-resourced, and if there are a suffi-
cient number of them, that will increase the odds that the diverse perspectives 
of racial minority or low socioeconomic status defendants will be adequately 
presented in court. Reducing over-detention of criminal defendants prior to 
trial will help ensure that all defendants—especially over-represented racial 
 minorities—will have their viewpoints effectively expressed.120 Pretrial detention 
constricts defendants’ ability to meet with their counsel and to assist in investi-
gation and trial preparation.

Some courts routinely issue tentative rulings.121 Tentative rulings might help 
combat implicit bias by requiring writing (and thereby enhancing deliberation); 
by masking the race or gender of clients and lawyers (but not knowing may not 
be an advantage if judges are subconsciously primed by names or background 
information); and most importantly by allowing specific, concrete, pre-decision 
feedback or pushback from counsel or pro se litigants that can help to ensure 
that perspectives that might not spontaneously occur to the judge are taken into 
account.

Another possibility would be to increase the depth of appellate scrutiny, 
such as by employing de novo review rather than clear error review, in cases in 
which particular trial court findings of fact might be tainted by implicit bias. 
For example, some evidence suggests that male judges may be less receptive to 
sex discrimination claims than they ought to be.122 If that bias does exist, less 
deferential appellate review by a diverse panel might offer a partial solution.

5. Mindfulness Meditation

The criminal justice system might also reduce implicit bias by offering training 
in mindfulness meditation. Mindfulness is a form of meditation in which the 
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individual focuses on the present moment by slowing down his or her mental 
processes.123 Instruction often involves developing awareness of one’s breathing, 
the contents of one’s mind (i.e., thoughts and emotions), and awareness itself.124 

Mindfulness targets implicit bias by reducing automatic associations 
with outgroup members, or with individuals outside of the race or ethnicity 
one identifies as, with negative concepts.125 Recent scholarship has found that 
after exposure to a short audiotape instructing listeners to be aware of their 
current thoughts and feelings, White participants’ IAT results showed a signifi-
cant reduction of bias against African-Americans, attributable at least in part 
to reduced automatic associations.126 This suggests that through the practice of 
meditation, judges can limit their reliance on these knee-jerk reactions, allowing 
for fairer decision making. 

Research also suggests that mindfulness meditation increases compassion-
ate feelings toward others. A 2013 study revealed that participants who engaged 
in mindfulness meditation training were five times more likely than a control 
group to give up their seat to a person on crutches and in visible and audible 
pain.127 If these results extend to scenarios in which the target is not someone 
in pain but rather someone of a different race, then the compassion generated 
by mindfulness may mediate implicit bias toward those disadvantaged by race, 
gender, or low socioeconomic status. 

Mindfulness meditation may also help to control conditions that increase 
the magnitude of implicit bias, such as mood. For example, when people are 
in a heightened emotional state—be it from stress, anger, or even happiness—
implicit bias manifests more strongly in their decisions.128 Practicing mind-
fulness meditation can enhance emotional regulation.129 In a recent study, 
participants were exposed to emotion-evoking images before and after an eight-
week course in mindfulness.130 After the course, individuals exhibited a reduced 
activation of the amygdala, the area of the brain that appraises and responds to 
emotional stimuli.131 If mindfulness meditation improves emotional regulation, 
then it may allow judges to better maintain the mental state most suited to 
unbiased decision making.

6. Consider-the-Opposite

Consider-the-opposite, or consider-the-alternative, is a technique that requires 
an individual to imagine and explain the basis for alternate outcomes, specifi-
cally those that conflict with the opinion the individual holds.132 Consider-
the-opposite has proven to be effective at combating various biases including 
hindsight, anchoring, and overconfidence.133 The effectiveness of consider-the-
opposite may be attributable to its ability to reengage an individual’s reasoning 
processes. Generally, once people generate a plausible explanation of events, 
they stop considering new possibilities. Considering-the-opposite forces an 
interruption of this single-direction processing, thus allowing for a more com-
prehensive analysis.134 
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A judge who believes that a defendant is liable or guilty, or that a particular 
damage award or sentence is warranted, could implement this technique by 
considering a counterfactual in which the victim and defendant were of oppo-
site, or swapped, gender or race. If, upon reconsideration, the judge realizes that 
the outcome might be different in the alternate scenario, then he or she could 
attempt to remedy the bias by considering the possibility of adjusting the out-
come accordingly. 

Suppose, for example, that a judge is sentencing a female defendant. After 
determining the sentence, the judge could ask himself or herself: What if this 
defendant were male?135 How would that alter my assessment of the defendant, 
the crime, and the other sentencing factors? Would my sentence for the male 
defendant be the same? Why or why not? Not only would this process promote 
deliberation, but it also would prompt the judge to consider the role (if any) 
played by gender (a forbidden factor)136 in determining the sentence. If a judge 
experiences difficulty in implementing this technique, it may be more effective 
to formalize and externalize it by designating a law clerk or other member of 
chambers staff to serve as a devil’s advocate.137

7. Perspective Taking

Perspective taking consists of adopting the viewpoint of other individuals and 
examining the scenario at issue through the lens of their life experience.138 
Perspective taking may be effective in reducing bias because of its ability to 
increase altruism or to reduce egocentric tendencies. The altruistic theory posits 
that perspective taking increases compassion and empathy toward an individual 
or group, which mediates existing bias against that individual or group.139 The 
egocentric theory is based on the concept that ingroup preference stems from 
a perception that those of the same race are inherently like us, so we attribute 
our own positive self-conceptions to them.140 The theory suggests that by per-
spective taking, we can increase the overlap between our favorable self-concept 
and our conception of outgroup members.141 Through this active consideration 
of shared similarities, we may increase mental reliance on our self-concept, 
rather than implicit stereotypes, when making character determinations.142 

Judges could implement this technique by attempting to imagine them-
selves in the shoes of the party before them. Alternately, the court system 
could approach the issue more broadly by including perspective taking exer-
cises as part of a training course in implicit bias. Some research suggests that 
improvements in outgroup evaluations did not require an individual-targeted 
perspective-taking exercise.143 Even abstract perspective taking directed toward a 
fictional target can improve outgroup perceptions. The inclusion of abstract per-
spective taking in judicial training might reduce implicit bias without requiring 
case-by-case perspective taking. 

The inclusion of perspective taking in training courses may also bolster 
other efforts to combat implicit bias. One study revealed that when individuals 

red58371_05_ch05_087-130.indd   113 4/25/17   3:49 PM



114  ENHANCING JUSTICE: REDUCING BIAS

take the perspective of Black or Latino subjects, they become more open to 
the possibility of intergroup racial discrimination.144 Because motivation to 
remedy implicit racial bias is often a prerequisite for effective solutions, help-
ing judges to appreciate that there may be discrimination is an important  
first step.145 

Another approach would be to encourage a more literal form of perspec-
tive taking in which judges expose themselves to the experiences faced by many 
minorities who pass through their courtrooms. Exposure to other’s experiences 
can increase a judge’s probability of instinctual perspective taking, thus reducing 
their implicit biases. One study demonstrated that when able-bodied persons 
experienced wheelchair travel for an hour, their sensitivity toward people with 
disabilities increased.146 This effect was significant, lasting at least four months. 
Though actual role playing may be impractical in the legal context, the study 
also revealed that participants who vicariously experienced perspective taking 
through observation showed similar results. 

Perspective taking might have a downside. One concern may be that the 
positive feelings generated will overcompensate for implicit bias, increasing 
partiality toward the persons whose perspective was taken and impeding fair 
judgment. Research on juror decision making has shown that when laypeople 
are instructed to take the perspective of a defendant, they perceive the defen-
dant to be less culpable than those given no instruction.147 Furthermore, those 
instructed to take the victim’s perspective found the defendant more culpable 
than the control group. Given that the facts of the cases remained constant for 
all participants, the results reveal that perspective taking can increase partiality 
toward the target. Considering the perspective of both victims and defendants 
may help to mitigate any imbalance.

Another worry is that perspective taking might actually increase a judge’s 
reliance on implicit stereotypes. In a case where stereotype-congruent facts are 
present, judges may rely on stereotypes in envisioning the defendant’s perspec-
tive, thus making implicit bias more salient. Skorinko and Sinclair provide an 
apt illustration: “[Y]oung people who take the perspective of a clearly stereo-
typic elderly man, such as an ailing one sitting in a hospital bed, may be struck 
by his age and frailty and be more apt to assume that his other characteristics 
and experiences coincide with stereotypes of his group.”148 Accordingly, judges 
should exercise caution when perspective taking, particularly in stereotype- 
congruent cases.

Recently, a variety of forces have combined to reduce the number of settle-
ment conferences over which judges preside. Private alternative dispute resolu-
tion, attorney settlement panels, retired judges, and so on have diminished this 
particular burden on judges. This welcome development, however, may have a 
hidden disadvantage. Settlement conferences are an occasion in which judges 
can interact relatively informally with litigants, some of whom possess charac-
teristics or backgrounds unlike those of most judges. This opportunity to engage 
with divergent perspectives may be withering away.
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8.  Foster Diversity in Private Life

Trial judges could create more diversity for themselves outside the courthouse. 
This would enhance the effectiveness of other debiasing steps such as exposure 
to stereotype-incongruent models and perspective taking. For example, White 
judges could choose to live in racially and socioeconomically diverse neigh-
borhoods rather than in wealthy, mostly White enclaves, at least temporarily, 
and Black judges could do the opposite. They could send their children to 
public schools where they—and their children—will encounter a more diverse 
mix of students, parents, and teachers than they would in an exclusive private 
school.149 A judge inclined to teach a law course at a local predominantly White 
law school might elect to teach it at a historically Black college instead—not 
just to help ensure that minority students benefited from the course, but more 
importantly to allow the judge to learn from the students. Similarly, a judge 
who is White and male could take a course (online or at a community college) 
in Black history, gender discrimination, or the like.

9.  Creating a Constructive Courtroom Environment 

Courthouse art and architecture should be attractive, but they might also be 
instrumental. The impact of environment on choice can be powerful and ought 
not to be overlooked. Displaying photographs in the courthouse of respected 
women judges, inspiring civil rights leaders, and so on in the courthouse could 
expose judges to counter stereotypic role models on a daily basis150 and also 
create a feeling of responsibility to live up to the great judges of the past. 
Although this may seem superficial, it is not. It works.151 And, it is relatively 
inexpensive. Although what South Africa did in designing a new constitutional 
court rich with symbolic meaning is admirable,152 court architects need not nec-
essarily go that far to achieve the desired effect. 

10. Reminders of Professional Norms

Most judges probably keep their professional obligation of impartiality firmly 
in mind, but occasional reminders might help to ensure their vigilance against 
bias. If such reminders can help students resist cheating, maybe they can help 
judges guard against making biased decisions as well.

In one experiment, college students were given a test and provided an 
opportunity to obtain a reward by cheating in reporting their results.153 They 
were divided into two groups. One group was asked to recall ten books they 
had read during high school. They cheated in order to obtain a higher reward 
for test performance. A second group, who were asked instead to recall as many 
of the Ten Commandments as they could, did not cheat. Similar results were 
obtained in a different study in which one-half of the college student subjects 
were asked to acknowledge that they would be bound by an honor code (which 
did not even exist) before they were given an opportunity to cheat. In both of 
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these experiments, reminding the students of ethical norms resulted in a greater 
level of ethical behavior.

While such reminders or acknowledgments might have to be repeated, and 
might reach a point of diminishing returns (or have a smaller effect on judges 
than on others for whom the ethical dimension of their role is less inherently 
salient), this technique might still be worth trying. For example, judges could be 
required to retake their oath periodically, perhaps at the beginning of each year 
in a formal ceremony in which all members of the court would be encouraged 
to participate. A periodic public reaffirmation of key professional norms—such 
as avoiding implicit bias—might not only remind the judges of those norms but 
also deepen their commitment to them.154 If married couples find it valuable to 
renew their vows, perhaps judges would too. Alternatively, professional norms, 
inspirational quotations, slogans, and the like could be etched into courthouse 
walls and doors, especially in places where judges, not merely lawyers and the 
public, can see them.155 This is reminiscent of constant reminders to physicians 
and nurses to wash their hands, a campaign that has dramatically reduced the 
incidence of infection.156

B. Combatting Implicit Bias Indirectly 
In Part I, we argued that intuitive reasoning is the primary way that bias influ-
ences judges. Mechanisms to facilitate deliberative reasoning should there-
fore play a critical role in reducing the influence of these biases. This poses a 
dilemma for busy judges. Judges with heavy caseloads might have little choice 
but to rely on rapid, intuitive judgments to manage their dockets. Neverthe-
less, if judges need to take care to slow down and deliberate so as to override 
their intuitive biases, then the justice system should encourage that process. 
Of course, features of the existing justice system exist for many reasons, and 
efforts to encourage deliberation might undercut other policy goals, such as 
cost reduction. Our objective here is simply to identify steps that the justice sys-
tem could take to facilitate deliberation, while recognizing that reforms would 
have to balance the benefits associated with these reforms against any costs 
they might impose.

1. Reduce Time Pressure

The justice system might expand the amount of time judges have to make deci-
sions. Judges facing cognitive overload due to heavy dockets, case complexity, or 
other on-the-job constraints are more likely to make intuitive rather than delib-
erative decisions because the former are speedier and easier.157 Furthermore, 
being cognitively “busy” induces judges to rely on intuitive judgment.158 As 
many of the judges we have studied candidly admit, time pressures present an 
enormous challenge, often diminish motivation, and induce less-than-optimal 
decision making. Stress and burnout can result in heightened implicit bias.159

red58371_05_ch05_087-130.indd   116 4/25/17   3:49 PM



Chapter 5 Implicit Bias in Judicial Decision Making  117

No easy cure for time pressure exists, but the justice system could employ a 
few strategies to mitigate it. Most obviously, legislatures could expand the num-
ber of authorized judgeships in their jurisdictions, particularly in those courts 
with the heaviest dockets, thereby enabling judges to spend more time per case 
and per decision. Short of that, legislatures could ensure that all judges have 
law clerks. 

Minimizing the number of spur-of-the-moment decisions that judges are 
expected to make might also help. Decisions made during pretrial conferences, 
settlement conferences, motion hearings, and so forth are more likely to be 
intuitive and impressionistic than deliberative and well-reasoned. Likewise, evi-
dentiary rulings made during hearings or trials are apt to be more prone to 
error than if they were made based on written briefs and with time for the 
judge to research and reflect. When ruling on the admissibility of evidence at 
trial, judges often have little choice but to think intuitively. Our model suggests 
that judges should not make difficult or important evidentiary rulings in such 
a setting. To be sure, pretrial motions in limine sometimes deprive the judge of 
the full context in which the evidence will be heard. Accordingly, judges might 
require parties to file important evidentiary motions before trial, but delay rul-
ing on them until the issues arise during the trial, and even then pause for a 
recess to allow an opportunity to study the papers and deliberate.

Occasionally, the mere passage of time may help. If judges are susceptible 
to the “beauty bias,” for example, they might unwittingly evaluate an attractive 
witness’s credibility too positively and an unattractive witness’s credibility too 
negatively if they make a hasty judgment in the courtroom.160 A reflective deter-
mination made in chambers after the impact of the witness’s appearance has 
worn off might be more accurate.

2. Opinion Writing

The justice system also might require judges to write opinions more often.161 
Arguably, judges already explain the reasons for their decisions more frequently 
and completely than any other public official. And this prescription conflicts 
with the previous recommendation because opinion writing takes extra time, 
which judges might not have. Despite this cost, writing opinions could induce 
deliberation that otherwise would not occur. Rather than serving merely to 
describe an allegedly deliberative process that has already occurred (as the 
formalists might argue) or to rationalize an intuitive decision already made 
(as the realists might argue), the discipline of opinion writing might enable 
well-meaning judges to overcome their intuitive, impressionistic reactions. The 
process of writing challenges the judge to assess a decision more carefully, logi-
cally, and deductively. Some have encouraged the preparation of written opin-
ions for exactly this reason.162 

Preparing a written opinion is sometimes too inconvenient or simply 
infeasible. In such situations, perhaps judges should be required to articulate 
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the basis for the decision before announcing the conclusion. Though there is 
little opportunity for reflection in the midst of hearings or trials, simply stating 
the reasons for the decision before the ruling is announced may encourage the 
judge to be more deliberative.

The psychological literature on the effects of requiring decision makers to 
give reasons is mixed. Providing reasons for one’s decision induces delibera-
tion,163 but it does not always produce better decisions. In one of our experi-
ments, providing a written explanation for a decision did not insulate judges 
from the powerful anchoring heuristic.164 Explaining can also impair perfor-
mance on tasks that benefit from intuition.165 Some studies suggest that delib-
eration can sometimes produce results that are inferior to results produced by 
intuition, particularly where a task involves aesthetic judgement.166 We suspect, 
however, that most of the judgments that judges make are not the sort that are 
impaired by deliberation. 

3. Training and Feedback

Training could help judges understand the extent of their reliance on intu-
ition and identify when such reliance is risky—the necessary first steps in self- 
correction. Judges could learn to interrupt their intuition, thereby allowing 
deliberation to intervene and modify behavior, if not actually altering under-
lying prejudices or attitudes.167 

Likewise, jurisdictions could adopt peer-review processes to provide 
judges with feedback. For example, every two years, three experienced judges 
from other jurisdictions could visit a target court. They could select a few cases 
recently decided by each target court judge, read all of the rulings and tran-
scripts, and then provide the judges with feedback on their performance and 
constructive suggestions for improvement. This would give judges an opportu-
nity to obtain feedback on issues that typically escape appellate review. When 
aggregated, the results of such a process might also identify structural prob-
lems that amendments to rules or statutes should remedy. Such a procedure 
also would increase judicial accountability by subjecting decisions that usually 
escape appellate review to a different form of peer review. Research has shown 
that accountability of this sort can improve decision-making performance.168 If 
a peer review process is not feasible, courts could, at a minimum, record and 
provide judges with outcome data on relevant decisions—for example, whether 
a defendant released on bail actually appeared for trial. Armed with this feed-
back, judges might be better able to learn what they are doing well and what 
they are doing poorly.

Of course, most judges are generalists, which might impede their efforts to 
learn good decision-making skills and to apply knowledge gained from train-
ing and peer-review processes. With the exception of the tasks judges perform 
repeatedly, it might take a long time for judges to acquire sufficient experience 
in handling a particular issue to accumulate enough feedback to avoid errors. It 
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is as if a professional tennis player divided his or her time among tennis, vol-
leyball, softball, soccer, and golf rather than concentrating on  tennis—the play-
er’s opportunity to develop “tennis intuition” would be diminished. Although 
we have concluded elsewhere that specialization may not insulate judges from 
cognitive illusions such as anchoring,169 it might mitigate such biases by maxi-
mizing the opportunity to benefit from a large quantity of relevant feedback. 
Moreover, because the benefit of experiential learning on the job is  limited, 
training may be necessary to compensate for deficiencies in the learning 
environment.170

4. Scripts, Checklists, and Multifactor Tests

Scripts and checklists can free judges from reliance on their memories and 
encourage them to proceed methodically, thereby ensuring that they touch all 
of the deliberative bases relevant to a decision. A judge who reviews a script 
or checklist at each step in the decision-making process is less likely to rely on 
intuition when doing so is inadvisable.

In some respects, the justice system already takes this approach. Judges 
receive “scripts” for some tasks after they are appointed or elected. Judges also 
develop their own scripts and checklists for various tasks and share them with 
one another. Multifactor or balancing tests are another device for structuring 
decision making and promoting deliberation. 

Multifactor tests can help ensure that judges consider all relevant fac-
tors and can remind them of their responsibility to base decisions on more 
than mere intuition.171 A system that forces judges to weigh each of the factors 
expressly also might help reduce judges’ reliance on intuition. Similar reminder 
systems have reduced medical diagnostic error.172

Although multifactor tests are ubiquitous, they are imperfect. Some multi-
factor tests are poorly designed. They also may be indeterminate, and applying 
or weighing some of the factors within the test may require intuition. More-
over, if judges rely excessively on multifactor tests, scripts or checklists, there 
is a risk of mechanical jurisprudence that might discourage judges from tailor-
ing their analysis to the case. Finally, judges sometimes employ heuristics to 
circumvent the multifactor analysis by relying on just a few of the factors in 
making their decision, thereby diminishing the value of the test as a corrective  
device.173

Nevertheless, such tests possess the potential for mitigating cogni-
tive error by nudging judges toward more deliberative processes. This could 
explain why some appellate courts require administrative agencies or lower 
courts to expressly consider or weigh each of the factors in a multifactor test, 
sometimes in a particular sequence.174 In their more extreme forms, such 
techniques are known as “forcing functions,” which are exemplified by com-
puter systems that force the user to complete step two before moving to step 
three.175
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Conclusion
Empirical research suggests the likely presence of implicit racial bias in judges. 
We have identified several suggestions and reforms designed to prevent 
implicit biases from influencing outcomes in the courtroom. To render justice 
blind to persons, as it is supposed to be, these and other reforms should be  
considered.
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function is an aspect of a design that prevents the user from taking an action with-
out consciously considering information relevant to that action. It forces conscious 
attention something . . . and thus deliberately disrupts the efficient or automatized 
[sic] performance of a task. . . . It is . . . in situations where the behavior of the user 
is skilled, as in performing routine or well-known tasks. Execution of this type of  
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resources  .  .  .  , and it can thus be necessary to ‘wake the user up’ by deliberately 
disrupting the performance of the task.”).
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